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1A continuous transformation of an RF waveform with a mod- by the inverse scattering method. The inverse scattering fo
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fied Korteweg–de Vries equation or generalization can be used to
djust the phase behavior of a selective excitation pulse while
reserving the magnitude behavior of the spin response. This
ransformation has applications in removing or adding to the
onlinear phase properties of a selected region. © 2000 Academic Press

Key Words: selective excitation; RF waveforms; Bloch
equations.

INTRODUCTION

Proper design of an RF waveform for selective excita
requires consideration of both the magnitude and the pha
the spin response following application of the RF pulse. G
erally, the problem of tailoring a selective excitation pu
treats both quantities simultaneously. The method pres
here shows that the phase of a response can be contin
adjusted while keeping the magnitude profile of the excita
unchanged. Direct manipulation of the phase response
selected profile through modification of the RF wavef
allows the pulse designer to adjust the phase after the m
tude behavior is satisfactory. Applications in the design o
waveforms described here include both the removal an
introduction of phase variations through a selected re
With the methods described here an odd-order polyno
phase response can be adjusted in any waveform.

This will be illustrated in two situations: the first is in flatten
the phase of an excitation pulse designed with peak amp
close to the truncation point of the waveform, and the second
introduction in an irrelevant phase factor in an inversion pul
order to reduce peak RF level. In the first case, the initial w
form is designed to vanish a short time after the peak ampl
This type of pulse is advantageous for short echo time sele
excitations. However, this pulse has significant phase dispe
through the selected region. A pulse designed with absolute
phase, on the other hand, requires a long time for the RF w
form after the peak and so is not as suitable for short echo
uses. By a careful adjustment of the phase response w
modify the initial waveform and produce a nearly flat phase
only a slight increase in the temporal extent of the RF pulse

The calculation will be illustrated using waveforms gener
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ism provides analytic expressions of the RF waveforms for a
broad class of selective excitation pulse profiles. Within the
of profiles with solvable waveforms is a class of profiles,
limiting case of which has a perfectly square magnitude pr
(1–3). The phase response is determined by the analytic stru
of the excitation profile; as such the phase of the profile is n
independent parameter. There is a limited degree of flexibil
the calculation whereby the phase of an excitation pulse c
discretely adjusted while preserving the magnitude of the p
(2); however, the method presented here is distinct and
more flexible. While the formalism is closely connected to inv
scattering theory, the method can be used on waveforms
lated by any technique.

PHASE RESPONSE FORMALISM

The time evolution of a spin-1
2 particle with only a spi

degree of freedom in a magnetic field is determined b
Schrödinger equation,

i\
­

­t
c 5 2

g\

2
s z Bc, [1]

wherec is a 2-spinor wavefunction for the spin state of
particle, g is the gyromagnetic ratio, ands i are the Pau
matrices. Thez component of the magnetic field is a cons
in time while thex component is the time-dependent amplit
modulated applied RF field. In an imaging application, thz
component varies linearly over space,Bz 5 Gz, while thez
omponent in a spectroscopy experiment is the constant
eld seen by the nuclear spin. For most of this work
roblem will be phrased using the terminology from imag
owever, every statement will have a corresponding anal

he spectroscopy viewpoint.
If we drop a constant factor of\ on both sides of Eq. [1] an

ake a second time derivative, we can rewrite Eq. [1]
econd-order differential equation,

2­ t
2c 5

2ig

2
­ t~s z Bc!

5
2ig

2
s z ~­ tB!c 1

g 2

4
~s z B!~s z B!c. [2]n



This expression simplifies since only thex component ofB has
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211PHASE ADJUSTMENT OF SELECTIVE EXCITATION PULSES
a time dependence ands z B squared is equal to the 2 by
dentity matrix multiplied byB2. Next, define a new 2-spin
x which is a unitary transformation of the original,

x 5
1

Î2
S 1 1

21 1Dc. [3]

We assume that there is a characteristic length scale
roblem,zo; this allows us to define the dimensionless len

time, and field parameters

z/zo,
uguGzot

2
,

Bx

Gzo
. [4]

In the x basis, the Schro¨dinger equation in the dimensionle
variables is diagonal and has the simpler form

2
d2

dt2 x 1 S2Bx
2 2 i­ tBx 0

0 2Bx
2 1 i­ tBx

Dx 5 k2x, [5]

with

k2 5 ~ z/zo!
2. [6]

For sufficiently large negative and positive values of ti
the applied RF field is essentially zero and the solutions t
Schrödinger equation are superpositions of the solutions
particle in a constant magnetic field. These have a time de
dencee6ikt. The effect of the application of a time-depend
magnetic field in thex direction to a spin-12 particle is to rotat
the spin. The superposition of states at large negative time
the superposition at large positive time are connected to
another with a unitary transformation. For the wavefunctioc,
the relation between the two forms is a multiplication of
2-spinor by an SU(2) rotation matrix. The parameteriza
used here will follow Ref. (1); the SU(2) rotation matrix is

S a* b
2b* aD , [7]

with uau2 1 ubu2 5 1.
Prior to the application of the RF waveform, the initial s

of the spin is relaxed in the static magnetic field. The w
function therefore is in an up state in the original basis w
time dependenceeikt. After the RF, the wavefunction in th
original basis is a superposition of the an up state with a
dependenceeikt and a down state with a time dependencee2ikt.

his implies that the upper component in thex basis set has th
limiting form
he
,

,
e
a
n-
t

ith
ne

n

-
a

e

x1 3 5 Î2
e

1

Î2
~a* eikt 2 b* e2ikt! for t 3 `

. [8]

Since the potential in Eq. [5] is diagonal, we can conside
solutions to the upper and lower components ofx separately
Each component ofx solves a second-order differential eq
tion which formally looks like a time-independent Schro¨dinger
equation,

2
d2

dt2 x1 1 V~t!x1 5 k2x1. [9]

For the upper component ofx the potential in this equation
2Bx

2 2 i­ tBx andt takes the place of the spatial coordinat
he Schro¨dinger problem. The solution for the lower com
ent,x2, is similar except that the potential is the negativ

the complex conjugate of that for the upper component.
The form of this equation is referred to as a Sturm–Liou

eigenvalue problem in analysis. The basic structure is

Lf~t! 5 k2f~t!, [10]

ith L 5 2d2/dt2 1 V(t). For the NMR problem we a
interested in solutions to the Schro¨dinger problem that a
complex exponentials in time for large values of time. Th
are the positive energy, or scattering, solutions of the Sc¨d-
inger problem and not the normalizable, bound state neg
energy solutions.

A problem associated with the study of nonlinear pa
differential equations has been methods of calculating
solutions to a Sturm–Liouville eigenvalue problem after m
ifying the potential while keeping the eigenvalue constan
well-established property of Sturm–Liouville problems is
we can find a one-parameter transformation of the pote
which preserves the eigenvalues of the operator (4). Let f be
any solution for an eigenvaluek2 in a Sturm–Liouville eigen-
value problem. For a differential operatorC, if V evolves in a
parameters according to

­sV 5 @C, L# ; CL 2 LC, [11]

then the eigenvalues in the Eq. [10] are unchanged an
evolution of f is determined by the differential equation

­s f 5 Cf~t, s!. [12]

(In the notation of Ref. (4), the coordinate in the Sturm
Liouville problem is labeledx and the new parameter is labe
t. This is changed here to uset as the coordinate in th
Sturm–Liouville problem ands as the new variable. The o



eratorC is denoted byB in Ref. (4). The notation is changed
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212 J. W. CARLSON
in this paper to prevent confusion with the magnetic field
The construction of the operator,C, is given in Ref. (4).

There is an infinite set of operators we can construct whic
labeled by an integer index,n. The general form for th
operatorCn is that it has a maximum odd-order derivative te
plus a sum of lower odd-order derivative terms while
operator overall must be skew-symmetric. Up to an ov
constant factor, the operator is

Cn 5
d2n11

dt2n11 1 O
i51

n

gi~V!
d2i21

dt2i21 1
d2i21

dt2i21 gi~V!, [13]

ith the functionsgi(V) determined by the requirement t
Cn, L] depends only onV and its derivatives and does n

contain any residual derivative operator terms. This req
ment provides a set of simultaneous differential equation
the functionsgi(V) which can be solved for any value ofn.

The lowest order nontrivial case is a third-order operat

C1 5 4~­ t
3 1 3

2 V­ t 1 3
4 ~­ tV!!. [14]

The evolution of potential,V, generated by the different
equation [11] is the Korteweg–de Vries (KdV) equation,

­sV 1 @L, C1# 5 ­sV 2 ­ t
3V 1 6V­ tV 5 0. [15]

This can be satisfied only if the RF field satisfies a mod
version of this equation,

­sBx 1 ­ t
3Bx 1 6Bx

2­ tBx 5 0. [16]

The overall constant, 4, in Eq. [14] was used to make Eq.
in the standard form for the modified KdV equation.

In the asymptotic regimes of larget, V approaches zero; th
implies the asymptotic form for the operatorC1 is 4­ t

3. This in
urn implies that the arbitrary solution,f, satisfies a differentia
equation for large negative and positive time:

­s f~t, s! 5 4­ t
3f~t, s!. [17]

hen we substitute our particular solution,x1, into this differ-
ential equation, we can see that the solution in thex basis se
s

x1 3 5
1

Î2
eikt24ik 3s for t 3 2`

1

Î2
~a* eikt24ik 3s 2 b* e2ikt14ik 3s! for t 3 `

.

[18]

r, if the potential evolves according to Eq. [15], as a func
re

e
ll

e-
or

d

6]

n

the term proportional toa*) is independent ofs while the spin
flip amplitude (theb* term) has ans dependencee8ik3s. The
profile of the excitation response of a waveform is proporti
to the producta*b (1); therefore the excitation profile w
have thes dependencee28ik3s.

If we were to ignore the nonlinear term in Eq. [16], then
solution to this differential equation is trivial: we could Fou
transform Bx, multiply by a phase factoreik3s, and invers
Fourier transform. Linear response theory predicts that m
plying the slice profile by a desired phase response and in
Fourier transforming the result gives the waveform neede
this profile. Ignoring the nonlinear effects in spin rotation
equivalent to ignoring nonlinear effects in the modified K
equation.

NONLINEAR PHASE CORRECTION

The selective excitation desired typically in an imag
procedure and often in a spectroscopy experiment is to h
constant and uniform flip angle over a limited spatial
frequency) range and zero response outside that range.
RF field polarized along thex axis in the rotating frame, th
spin flip transition amplitude,b, is 2i sin(u/2) inside the
response range and zero outside that range.

The inverse scattering method allows one to calculate
exact RF pulse which produces a desired spin flip trans
amplitude provided that the amplitude is specified as a ra
polynomials in position (in an imaging application) or f
quency (in a spectroscopy experiment). A convenient for
take is

b 5
2i sin~u/ 2!

1 1 k2n , [19]

wherek is either position divided by the slice half-width,z/zo,
or frequency divided by the half-width of the excitation
sponse,f/f o. For a sufficiently largen, this describes a profi
which is arbitrarily close to the ideal rectangular pulse.
examining the behavior for various values ofn, we can selec
a pulse and profile with sufficient profile sharpness and ac
able temporal extent of the RF pulse. In general, both shar
and temporal extent increase asn increases.

The denominator in Eq. [19] can be factored into a pro
of terms k 1 t j , where t j is one of the 2nth root of 21,
ei (2j21)p/ 2n. In Ref. (2) it was shown that if we were to modi
the profile described in Eq. [19] by taking the product of te
in the denominator only those terms with roots that lie in
upper half plane then the RF waveform vanishes fort . 0. The
basic characteristics of the profile remain the same and de
only on the number of roots used: if we select the 2nth roots o
21 that lie in the upper half plane (there aren of them), the
profile is approximately the same in magnitude as if we
selected then/ 2th order profile in Eq. [19]. In the limit ofn3
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213PHASE ADJUSTMENT OF SELECTIVE EXCITATION PULSES
excitation. The RF pulses generated with this form for the
flip transition typically have most of their pulse energy c
centrated shortly before timet 5 0. This feature makes the
pulses ideal for NMR sequences with short echo times:
every RF pulse must be truncated on both ends in order
used in an experimental apparatus, these pulses can be
cated exactly att 5 0 with no degradation in selection profi
and relatively little time for decrease in transverse magne
tion due toT2 decay. Truncation for negative times is less
concern since as excitation pulses they generally can b
tended for large negative times without any penalty in
experiment or significant truncation effects in the profile.

Computed waveform and profiles for the pulse withn 5 10
are shown in Fig. 1. The phase of the selected region im
diately after the RF is turned off has five wraps throughp
across the selected region. In an imaging situation the
select gradient is reversed after excitation, adjusting the l
phase across the selected region for a flat response. The
shown in Fig. 1 is after the linear phase ramp has
removed. The phase in the center half of the selected sl
flat, but there is an apparent higher order phase twist thr
the slice. The result of fitting the phase in the regionuku , 1
s that the phase is approximated by the odd-order polyno

f < 22.592k3 1 2.970k5 2 3.706k7 1 · · · [20]

We want to provide a maximum coherence of the magne
tion within the selected slice; to do so requires a flatter p
to align the magnetization more completely within the sele
region.

We could adjust the phase response through the dis
method described in Ref. (2). However, this requires mu

igher peak RF power and is not completely successf
attening the phase in the example waveform. Alternativel
an modify the locations of the zeroes of the denominato
he spin flip transition amplitude. By moving the factorst i

away from the prescribed locations we can achieve a h
degree of phase flatness, but this is seen to degrade the s
ness of the profile of the magnitude substantially.

The computed profile shows that there is a residual c
phase variation across the slice; this implies that we c
remove it by modifying the spin flip transition to include
exponential factor

b~ z, s! 5 b~ z!e2.592ik 3
. [21]

hile there is an exact solution to the waveform for a tra
ion amplitude which is a ratio of polynomials ink, there is no
such closed form solution for the waveform which includes
exponential factor. The RF waveform evolved according to
modified KdV equation has exactly the desired cubic p
dependence. It is a simple matter of solving the modified
in
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equation numerically to give the waveform with the cu
phase eliminated.

Solving the modified KdV equation numerically is
straightforward boundary value problem which can be d

FIG. 1. (a) Amplitude modulation envelope of the RF waveform
produce a 90° excitation pulse corresponding to Eq. [17] withn 5 10. The
time and field are given in dimensionless units defined in Eq. [4]. (b)
resulting magnitude of the transverse magnetization (solid line, left ve
scale) and phase (dashed line, right vertical scale) immediately after t
pulse. The phase is shown after a linear ramp has been removed. The n
width of the selected slice extends fromk 5 21 to k 5 11.
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214 J. W. CARLSON
dition Bx(t, s) for some value ofs, the solution ats 1 ds is
pproximated by

Bx~t, s 1 ds! 2 Bx~t, s!

' 2
ds

2
~­ t

3Bx~t, s 1 ds! 1 ­ t
3Bx~t, s!

1 2­ t~Bx
3~t, s 1 ds! 1 Bx

3~t, s!!!. [22]

et B̂x(v, s) be the Fourier transform int of Bx andB̂x
3(v, s)

be the Fourier transform ofBx
3. This allows us to reduce E

[22] to

B̂x~v, s 1 ds! 5
1 2 iv 3ds/ 2

1 1 iv 3ds/ 2
B̂x~v, s! 1

ivds

1 1 iv 3ds/ 2

3 ~B̂ x
3~v, s! 1 B̂ x

3~v, s 1 ds!!. [23]

The right-hand side of Eq. [23] contains the Fourier tra
form of Bx

3 at boths ands 1 ds. We can solve this iterative
y initially replacing B̂x

3(v, s 1 ds) on the right-hand sid
ith the value ats. After a Fourier transform, the left-hand s
ives a first estimate forBx(t, s 1 ds). Cube this in the tim
omain, Fourier transform, and then use this as the estima

ˆ
x
3(v, s 1 ds) on the right-hand side in the first iteration. T
rocess can be repeated until it converges in usually a

terations.
An example of the evolved solution for the waveform
5 20.324 and the computed profile are shown in Fig.
gain, the phase is displayed after the linear phase ram
een removed. The overall flatness of the phase o
esponse is apparent. Improvements in the coherence
n 43% more signal within the nominal selected slice,uku ,
. The cubic component to the phase variation acros
lice is removed, but the fifth- and higher-order contr
ions are unchanged.

The remaining phase variation is fifth and higher or
igher order generalizations of the method of Ref. (4) can be
sed to generate higher-order versions of the KdV equa
or any value ofn, we can generate an operatorCn so that in

he asymptotic regime the scattering states satisfy

­s f~t, s! 5 cn­ t
2n11f~t, s!. [24]

volution of the RF waveform with Eq. [11] will result
odified (2n 1 1)th-order phase without changing other c

ributions.
The fifth-order phase can be removed through evolutio

he partial differential equation derived using the same m
ds as the third-order correction. The proper equation is
-

for

w

t

as
e
ult

he
-

r.

n.

-

y
h-

­sBx 1 ­ t
5Bx 1 ­ t~6Bx

5 1 10Bx~­ tBx!
2 1 10Bx

2­ t
2Bx! 5 0.

[25]

he asymptotic form of the evolution equation for the sca
ng solutions is

­s f~t, s! 5 16­ t
5f~t, s!. [26]

FIG. 2. (a) RF waveform with the cubic phase contributions removed
temporal extent and peak amplitude of the waveform have increased sl
(b) The calculated magnitude and phase of the RF pulse with the cubic
contribution removed.
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215PHASE ADJUSTMENT OF SELECTIVE EXCITATION PULSES
The spin flip transition amplitude has a phase depend
e32iks5. The seventh-order correction is determined by the-
ution equation for the RF field,

­sBx 1 ­ t
7Bx 1 ­ t~20Bx

7 1 140Bx
3~­ tBx!

2 1 70Bx
4­ t

2Bx

1 70~­ tBx!
2­ t

2Bx 1 42Bx~­ t
2Bx!

2

1 56Bx­ tBx­ t
3Bx 1 14Bx

2­ t
4Bx! 5 0, [27]

and the asymptotic form of the equation for the scatte
solutions,

­s f~t, s! 5 64­ t
7f~t, s!, [28]

ith an associated phase dependence of the transition a
udee2128iks7.

The final adjusted waveforms (using the valuess 5
20.0928 for thefifth-order evolution ands 5 20.0290 for
he seventh-order) and profiles are shown in Fig. 3. In
riginal profile there was a partial cancellation of the effec

he fifth- and seventh-order phase variation across the se

FIG. 3. RF waveforms with additional corrections for fifth- and seven
waveform with third- and fifth-order correction (upper two graphs) is on
orrection drastically expands the temporal extent of the waveform and m
as less coherent magnetization than the third-order correction alone;
ce
o

g

pli-

e
f
ted

egion. This manifests itself as an apparent degradation o
hase behavior after only the fifth-order correction is app
he integrated magnetization within the selected slice is
elow the profile with only the third-order correction. T
asic property of the pulse is preserved in the third-
fth-order correction: the pulse is largely confined tot , 0
ith only a minor change in the peak amplitude. With
eventh-order correction, the pulse substantially ext
hrough 0 and becomes much more nearly time symm
limination of the seventh-order phase adds only more
% to the total magnetization within the selected slice c
ared to the third-order corrected pulse—it is only 0.3% be

he magnetization of a perfect pulse—however, it comes a
ost of greatly extending the time of the pulse. In an exp
ent in which we wish to truncate the RF pulse soon afte
eak RF, we would expect that the waveform in the
xample would have a much larger truncation artifact in
rofile; this result is confirmed in calculations. However,
ulse with only the third-order phase correction applied
ery nearly the same integrated signal but still allows tru
ion of the pulse close to the peak. As an excitation pulse

order phase errors (left) and resulting transverse magnetization graphshe
minor modification of the previous case, while the addition of the sevorder

es it more nearly symmetric. The waveform with the third- and fifth-orderrection
is due to a partial cancellation of the fifth- and seventh-order effects.
th-
ly a
ak

this
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216 J. W. CARLSON
short echo times, the waveform with only the third-or
correction is preferable to either with higher-order correcti

INVERSION PULSES WITH DECREASED AMPLITUDE

As is apparent from the preceding results, achieving a h
degree of phase flatness produces RF waveforms with h
peak RF power. As an alternative to using cubic phase ad
ment to flatten the phase response, we can purposely dist
phase response in situations where it is not important if we
achieve lower peak RF waveforms as a result. For exampl
inversion pulses the phases of the transition amplitude
unimportant. Any waveform which evolves according t
modified KdV equation produces identical inversion profi

The 180° pulses with the profile described by Eq. [19] s
a large peak amplitude for flip angles close to 180° at
order (6). This behavior can be largely ignored if we purpos
produce waveforms at angles a few degrees away from
the difference in the magnetization response is negligible

Evolution of the waveform with a generalized modified K
equation will generate an odd-order phase variation which
not enter in the behavior of the inversion profile. An exam
behavior showing an 5 10 waveform withu set to 179° i
shown in Fig. 4. The solid line shows the time-symme
waveform calculated with the inverse scattering formal
The peak RF strength is approximately three times the v

FIG. 4. Shown are 180° inversion pulses corresponding tos 5 0 (solid
ine), s 5 0.5 (dashed line), ands 5 1.0 (dot–dashed line). All thre
waveforms give precisely the same inversion profile.
r
s.

er
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After evolution with the modified KdV equation tos 5 0.5
dashed line) ors 5 1 (dashed–dotted line) the pulse loses
ime symmetry and reduces the peak RF by almost a fac
, yet maintains precisely the same inversion profile.
The additional phase twists would make this pulse uns

o a refocusing pulse unless the excitation pulse was des
o have a matching nonlinear phase behavior.

CONCLUSIONS

Two cases which have been exactly solved in the past
been time-symmetric excitation pulses and time trunc
pulses, those which vanish beyondt 5 0. While the forme
pulse has perfectly flat phase, the temporal extent of the w
form makes them difficult to achieve short echo times
selective excitation experiments. The latter pulses, how
have significant signal degradation because of incom
phase coherence in the selected region.

Subtle changes in the phase response of selective exc
profiles can have a large impact on the waveforms use
generate them. Waveforms which normally produce an u
ceptable amount of phase variations through a selected
can be adjusted to a much higher degree of flatness with
a minor modification of the pulse. However, in other ca
demanding absolute flatness can result in large modificatio
the pulse. In cases examined here, the additional phase fl
in an excitation pulse produced by removing fifth- and seve
order phase variation greatly extends the pulse and produc
significant change in the magnetization within the slice.
only correcting for a third-order phase variation, we ach
nearly all possible phase coherence and still largely mai
the ability to truncate the pulse after its peak.

For the inversion pulse, phase is irrelevant. Produci
pulse with flat phase normally results in high peak RF po
relaxing this phase constraint produces pulses with much
peak RF power.
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